4 Keys to Understanding

Our Weird, Inconsistent
Morality

Research helps explain how we think about right and
wrong.
Posted Dec 26, 2017

What factors do we pay
attention to when we make
moral judgments? For most of

us, it depends.

First, outcomes definitely

Source: Wason/Flickr

matter. Research shows that
even babies prefer those who are

nice to others compared to those who are neutral or mean.

Moreover, babies prefer those who behave positively toward others who
are nice. And babies avoid those who behave positively toward others
who are mean. Put simply, babies prefer those who are nice to nice

individuals, and mean to mean individuals.

From an early age, then, we judge the moral behavior of others and use

this information when deciding who we like.

But for adults, it’s not just outcomes that matter. When making moral

verdicts, we pay close attention to intentions, too.

Did the Chairman Mean to Harm the
Environment?
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Sure enough, the environment was harmed."

When asked whether the chairman intended to harm the environment,

82% of respondents said yes.
But something strange happened when a single word was changed.

In a different version of the story, researchers replaced the word “harm”
with “help.” Every other part of the story was the same except that word.
Researchers then asked participants whether the chairman intended to

help the environment.
77% said the chairman did not intend to help.

What does this mean? The outcome of an action (harmful or helpful)
leads us to retroactively change our perception of facts (in this case,

whether a person meant to do something or not).

If something bad happens as a side-effect, we think the person did it
intentionally. But if something good happens as a side-effect, we don't

think the person did it intentionally. Why not?

One explanation comes from the philosopher Richard Holton. Holton
states that the best way to explain the Knobe effect is to identify whether
a person violates or conforms to a norm. For example, if a person does
something knowing that a side-effect of the action will violate a norm, we
view it as intentional. But if a norm is upheld as a side effect, it is not

viewed as intentional.

We tend to view others as thoughtlessly upholding norms, and
use conscious intent to violate them.

Free Will and the Asian Disease Problem

Moreover, it's not just intent. We’re inconsistent about our attribution

of free will, too.

In a series of experiments, researchers presented participants with an
adapted version of the Asian Disease Problem. In the scenario, 600,000
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They were then asked how much free will each person had when they

made their decision.

Overall, participants assigned more free will to the person whose decision
led to all 600,000 people dying.

The norm violation idea from Holton makes sense here, too. If a person
succeeds in helping others, they have upheld a norm. But if a person fails

at helping others, they have violated a norm.

In sum, people selectively assign free will to others depending on the
outcomes of their actions. People assign greater intent and free will
when bad things happen.

Blame And Punishment

Recent research suggests we have two cognitive processes that clash
when we make moral verdicts. One process is for outcome. Another

process is for intent.

Friction between these processes lead us to assign blame

and punishment differently.

One mental process evaluates intentions. Did they mean to do it? Or was

1t an accident?

The second mental process cares about outcomes. What actually

happened? Who caused it to happen?

Suppose a driver unintentionally runs a red light. The driver crashes into

another person, who dies as a result.

Under the two-process model, we would undergo a conflict between

accounting for the driver’s intent and the outcome of the driver’s action.

We know the driver didn’t mean to harm anyone. People wouldn’t assign
much blame. But many people would still want the driver to be punished

in some way.
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We think punishment should be based on outcomes, not intentions.
And we think blame should be based on intentions, not outcomes.

Thinking Doers and Vulnerable Feelers

Moral judgment is not as straightforward as looking at outcomes and

intentions, though. Another factor is mind perception.

According to moral dyad theory, for an act to be perceived as moral or
immoral it must contain two individuals. We need a moral agent (a

“thinking doer”) and a moral patient (a “vulnerable feeler”).

But it is not as simple as pinpointing an agent and a patient and from there
concluding that a moral violation has occurred. The process can run in the

opposite direction.

Put simply, when we think something bad has happened, we are driven to
identify both a moral agent and a moral patient. For example, when we
see harm and suffering, we see moral patients. To complete the moral
dyad, we are compelled to find a moral agent. “Who is responsible for

this suffering?”

In other words, when people see someone suffering, moral dyad theory

says they will attempt to find an agent, a “thinking doer."

Moreover, people will try to find moral patients when confronted with
agents who seem intuitively immoral. Even if specific victims are not
immediately obvious. Examples include a greedy businessperson,
negligent engineer, or disingenuous politician. “This person is obviously

bad, there must be victims somewhere.”

Moralized consensual crimes such as marijuana use or prostitution may
also elicit an attempt to identify a moral patient. “Maybe it’s not hurting

them, but society is being harmed!”

Put simply, then, when individuals perceive harm, they seek to
complete the moral dyad by identifying a victim and a perpetrator.

What Even Is Morality?
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Additionally, the social psychologist Jonathan Haidt has
describedmoral systems as “interlocking sets of values, virtues, norms,
practices, identities, institutions, technologies, and evolved psychological
mechanisms that work together to suppress or regulate self-interest and
make cooperative societies possible.” Both Greene and Haidt emphasize
the tribal roots of human morality. Cooperation enabled our ancestors to

survive.

How To Make Moral Decisions

In fact, Greene offers a solution for when to rely on our automated moral
machinery and when we should be more reflective about moral
judgments. Plainly, when we are dealing with members of our tribe, our
in-group, relying on gut feeling is fine. Odds are it will lead us to do the
right thing. But when dealing with strangers, or the out-group, our
automated machinery is untrustworthy. Here, we should override our

automated processes and use reflective thinking to do the right thing.

In-group = Use moral emotions. Out-group = Use moral
deliberation.

The role of cooperation could be one reason underlying why individuals
are more willing to blame than praise. The willingness to condemn may
be guided by the aim of changing a person's bad behavior. And it could
serve as a warning signal to others to straighten up. The desire to
discourage bad behavior is more powerful than the urge to encourage

positive behavior.

One implication is that people closely scrutinize cases where something
good has occurred before giving moral praise. And people are quicker to
rush to moral judgment and assign moral blame when something bad has

happened.
In the eyes of others, it’s easy to be bad, and hard to be good.

You can follow Rob on Twitter here: @robkhenderson.

References


https://books.google.com/books?id=U21BxGfm3RUC&printsec=frontcover&dq=the+righteous+mind&hl=en&sa=X&ved=0ahUKEwjI5KTv6KXYAhWo5lQKHfNmAvgQ6AEIJzAA#v=onepage&q=the%20righteous%20mind&f=false
https://www.psychologytoday.com/us/basics/social-networking
https://twitter.com/robkhenderson

sciences, 108(50), 19931—19936.

Holton, R. (2010). Norms and the Knobe effect. Analysis, 70(3), 417-424.

Saxe, R. (2016). Moral status of accidents. Proceedings of the National Academy
of Sciences, 113(17), 4555—4557.

Tversky, A., & Kahneman, D. (1981). The framing of decisions and the
psychology of choice. Science, 211(4481), 453—458.

Wegner, D. M., & Gray, K. (2017). The Mind Club: Who thinks, what feels, and
why it matters. Penguin.

About the Author

Rob Henderson is an Eli Whitney scholar at Yale
University, where he studies psychology. He served in
the Air Force from 2007-2015.

View Author Profile


tel:19931%E2%80%9419936
tel:4555%E2%80%944557
https://facebook.com/dialog/share?app_id=220580041311284&display=page&href=https%3A//www.psychologytoday.com/us/blog/after-service/201712/4-keys-understanding-our-weird-inconsistent-morality&redirect_uri=https%3A//www.psychologytoday.com/us/blog/after-service/201712/4-keys-understanding-our-weird-inconsistent-morality
https://twitter.com/share?text=4%20Keys%20to%20Understanding%20Our%20Weird%2C%20Inconsistent%20Morality%20%7C%20Psychology%20Today&url=https%3A//www.psychologytoday.com/us/blog/after-service/201712/4-keys-understanding-our-weird-inconsistent-morality&related=PsychToday
https://www.psychologytoday.com/us/printmail/1110130?destination=node/1110130&destination=node/1110130
https://www.psychologytoday.com/us
https://www.psychologytoday.com/us/blog/after-service/201712/4-keys-understanding-our-weird-inconsistent-morality#
https://www.psychologytoday.com/us/experts/rob-henderson
https://www.psychologytoday.com/us/experts/rob-henderson
https://twitter.com/robhendersonEW
https://www.linkedin.com/in/robhenderson2
https://www.psychologytoday.com/us/experts/rob-henderson

